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. MORE BRILLIANCE & PHOTONS...TOWARDS BIG DATA
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. DATA MANAGEMENT PILLARS

ACQUISITION
& STORAGE
ESRF Information Technology Data Strategy
A e 2022 - 2026
ARCHIVAL & PROCESSING
DISTRIBUTION & ANALYSIS
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. DATA ACQUISITION: SERIAL XTALLOGRAPHY
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. STORAGE : GPFS

Mean Node Write throughput for various node numbers

total_data=500GB, location=SLURM_cluster
1000 GPFS 1/O performance on 25 GB/s ethernet
2500 3500000
et
., 2000 easy_gpfs write =
g 1500 m jazzy_gpfs write 3000000
easy_nfs write
g 1000 2500000
500 | |
0 2000000
1 2 3 4 B 3 7 g : I I
= ® Random Read Bandwith (kB/s)
Nbr of Nodes = SOftware needs tO be -sunuomwmuu..v-uwim((ksm
e da ted to avoid r/W W Sequential Read Bandwith (kB/s)
Eth e rnet a p Sequential Write Bandwith (k8/s)
s000000 of small chunks
» Most common computer network technology
» Network speed up to 400Gbps for backbone links, up to 500000
100Gbps for cluster nodes : b
> Cluster nodes come with standard 25GbpS interfaces : 4B 64KB S12KB 1MB 2MB 4MB 16MB 4KB  64KB SI2KB 1MB 2MB  4MB  16MB
EASY 1AZZY
» GPFS can fully exploit network bandwidth (i.e. 2.5 GBytes/s s
from a single thread on a 25Gb/s eth link)
Data is :
» kept on disk for 90 days to enable analysis
« total disk capacity: 15 PB : .
i Block size Block size
 then archived
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NXroot

Top level. One per file.

NXentry

One group per measurement

NXinstrument
Describe the instrument.
Only one per NXentry

measurement (@NXcollection)
Flattened view of everything measured
Only one per NXentry

sample (@NXsample)

Define the physical state of the sample
during the scan

NXdata

The default data to be plotted.
One NXdata group per plot

user (@NXuser)

Details of a user, i.e., name, affiliation, email address, etc
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Exclusive Acquisition Domain

Almost exclusive Acquisition Domain

User/Scientist Domain

User/Scientist Domain

Administrative Domain (GDPR? DOI?)
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. NEXUS: SILX VIEWER

c I alignment-2021-09-03T14-21-48_LLKf000.1622_LLK000.1520_SupportThreshold0.25000.cxi::/

B o= g .
> W entryl 3141593 1
v W entry last
v & datat .
® data data
v & image1
@ data 120
« data_space
« data_type
v & instrument 1
» W beam 1
» W detector1

»  alignment-2021-09-03T14-20-41 LLKf000.1631_LLK00O.1E

v alignment-2021-09-03T14-21-48_LLKf000.1622_LLK00O.1¢ 2 + X £z dy '} @ ‘

cxi_version

« name
» @ sourcel
@ mask

v & process_l

« command

100

» @ configuration
» & notel
« program

The silx Toolkit

Scientific Library for eXperimentalists
. http://www.silx.org/

v @ results

cycle_history
cycle_history_algorithm
cycle_history_dt
cycle_history_epoch
eycle_history_llk_euclidian
cycle_history IIk_euclidian_free
cycle_history_llk gaussian
eycle_history_IIk_gaussian_free
cycle_history_llk_poisson
cycle_history_llk_poisson_free
cycle_history_mode
cycle_history_nb_photons_calc
cycle_history_obj2_out
cycle_history_obj average
cycle_history_obj_max 4
cycle_history_psf

cycle_history_support_size

cycle_history_support_update_threshold

cycle_history_time

cycle_history_update_psf

cycle_history_upsample

free_llk_euclidian

3

Standard tools & widgets for data
. analysis and display.

Automatic rendering of NeXus files

£222222220222222220222

free_llk_gaussian
free_llk_poisson 4
IIk_euclidian
« Ilk_gaussian -3141593
* llk_poisson X: 253386 ¥: 2841915 Data: 0.2068242 Dims: 1284125
« nb_point_support
« version Dimension 0 4 | 4 46 imitsi0,89 > | M
@ support
« program_name
o start_time @ HDF5 @ Nxdata (2D) ® Nxdata (3D)
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. DATA ACQUISITION: E-LOGBOOK

“The ultimate goal of FAIR is to optimise the reuse of data”

https://www.go-fair.org/fair-principles

\mma

DATA METADATA -

Experiment

5
AN
AR
b

TR

LOGBOOK
e Protocol and notes

e Decision-making
e Observations and/or
conclusions

Page8  Data Management at ESRF | 4th LEAPS Plenary Meeting | 20-22 October 2021 | Vincent Favre-Nicolin The European Synchrotron | ESRF



https://www.go-fair.org/fair-principles

. E-LOGBOOK REQUIREMENTS
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Plus:

Alogbook is a list of entries (logs or events)
Time stamped in chronological order and sequential
Support rich text and WYSIWYG editor

A logbook can be attached to: beamline, proposal, session,
dataset, sample, datafile

Upload images and files

Control access. User management and security
API exposed to be used by users or software (SPEC, Bliss, etc..)

Support different types of logs. For instance: info, error, debug




. E-LOGBOOK

1 command lines more

0 01617 s OPTICS> New dataset: fe2streptorZ_main_root

November 4th 2018

® 223917 g

OPTICS> zapxiaimage samy 8.064 7.124 94 samz 25.426 26.856 63 60 © (zap: #1, spec: #1)

Notify commands

1 command lines mare

0 asa g OPTICS> New dataset: fe2strepto -
© T (5] | wrice e s erepas (42 st ks 1 Annotations
i ] 23:58:38 s OPTICS> New spec file: /data/visitor/ev280/id21/fe2streptor2/fe2st r2 spec@l/fe2streptor2 spec@l.dat plﬁf\f\"‘f\fl b h u mans
o : Logbook Usage for period 2021-10-01 and 2021-10-10. y
" Change url parameters, startDate and endDate to change manually the range of dates. Example: /manager/starts/logbook?startDate=2020-08-01&endDate=2020-09-01
0]
e :
genera! oy software:
Instruments 37 y
o B Annotations Investigations 153 )
E B M Notifications Average 280 C
_agc o Events/Investigations
IS Max. 122
— Annotation/investigation
0 :
Max. 18088 y be comn Iented
] Notifications/investigation
& Total Events 149912
0 2520 g OPTICS> New dataset: fe3prior3_sr_coarse
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. ESRF DATA POLICY : GUIDING PRINCIPLES
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1.
2
3.
4

ESREF is the custodian of raw data and metadata
ESRF will automatically collect metadata for all experiments
ESRF will store metadata in a metadata catalogue (ICAT)

High level metadata (Title, Authors, Beamline, Abstract,
Experiment Report ) will be published as soon as possible

Experimental team has sole access to the data during the
so-called embargo period of 3 years; can request to
extend embargo period

After the embargo ESRF will make the data Open Access
Users need to create an identifier to get Open Access data
Proprietary data belong by default to the Pl and are not kept
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. DATA PORTAL

Search Service

s - Search engine for Big Data
oy =
- Search
’ — Capabilities
Data Catalog Data and Metadata
https://data.esrf.fr
Download Data Persistent
Service Identifiers
Electronic
Loogbook
Data Service Persistent Identifiers
Explore and Download Make your data findable
data and searchable %
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. THE DATA PORTAL

https://data.esrf.fr

& C & data.esrf.frfinvestigations?page=1

Data Portal My Data

0 14/09/2021 COI 10.16161/ESRF-ES-119464361
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. DOWNLOADING LARGE DATA: GLOBUS

For users that want to download large volume of experimental
data (>2GB), ESRF users can access the Globus service

Download Globus Connect Personal

Globus Connect Personal allows you to share and transfer files to and from your laptop or desktop computer 1
Download Globus Connect Personal below and follow the install steps to turn your personal computer into a

Globus collection. Learn more about Globu nnect Persona |

eaen 1 - Search your endpoint

2 - Starl the transfer —

« The service has just opened this week for all users and all data
« This is made possible as data access is protected using Access Control Lists
(ACLs) on the storage — users cannot see others data !
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. DATA PORTAL STATISTICS

Since last 7 days

Summary
Datasets 930
Beamlines 22

Total Volume 14.9 TB

Total Number 854741

of files
All
Summary
Datasets 1000853
Beamlines 47
Total Volume 5.1PB
Total Number 373111077
of files
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Dataset

Average file
count

Max files

Average
volume

Max volume

Average
metadata

Dataset

Average file
count

Max files

Average
volume

Max volume

Average
metadata

919

12683

16.5 GB

2.0TB

324

373

Valumedechnique

200002

5.4 GB

8.1TB

26.8
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. DATA PROCESSING & ANALYSIS

Need to ensure that data analysis tools:
« Cover all data-intensive techniques
* Are exploited by a larger user community
» Are actively maintained & improved

Need for more computing resources:
« Single beamlines exploiting the ESRF-EBS photon
flux can saturate the existing CPU+GPU cluster

FOURTH |

Science Paradigms

PARADIGM o wan o
science was empirical

describing natural phenomena

DATA-INTENSIVE SCIENTIFIC DISCOVERY « Last few hundred years:

Single-algorithm
theoretical branch ¥ o analysis of of datasets
using models, generalizations [H 4aGp . ¢

2=k @ .
+ Last few decades: 9 3 IS not enough '
a computational branch
simulating complex phenomena

. : i Sci . .
B o s et Scientists need tools
— Data captured by instruments .
to explore & interpret
experimental results.

or generated by simulator
— Processed by software
— Information/knowledge stored in computer

— Scientist analyzes database/files
using data management and statistics

\_ .
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CHALLENGES: STREAMLINE PROCESSING

Many experimental techniques can be processed by

complex but now robust algorithms:

« Macromolecular Crystallography (since early 2000s)
« Tomography
« Coherent imaging These techniques are already
- Scanning fluorescence standardised as part of the data
. Powder Diffraction policy implementation

« SAXS

A workflow-based analysis is often possible:

* Unsupervised & automated data processing

« Users need not be expert in the technique (but know the limits & can
handle indicators)

O . i
weoe ) e Free users from purely technical aspects of data analysis:
o0 0o * When the science is in the samples, not the technique
S - Faster data analysis... and publication
L S « Allow a larger community to exploit those streamline-capable techniques.
Sl * Industrial-users friendly
STREAMLINE

Page 17  Data Management at ESRF | 4th LEAPS Plenary Meeting | 20-22 October 2021 | Vincent Favre-Nicolin The European Synchrotron | ESRF



. DATA ANALYSIS AS A ‘SERVICE’ ?

Sample What Data Analysis as a Service is not:
1 « Doing the most of the analysis for all users
« Users with no understanding the fundamentals & limits of the
r=% Data collection techniques
| | Pre-processing
I 1 What DAaS is:
: Data processing « Handle data processing when it can be automatized
"] High-performance processing, | * Provide tools (software, computers, GPU) for online data
Shuis & il processing ; enable good decisions during experiments
1 * Provide tools and computing resources (when possible) for
Tool offline analysis
Analysis Q0!S | . Make data available (data policy)

(interpretation: segmentation,

statistical analysis... .
ysis...) » For selected techniques: enable users to focus on

1 interpretation & scientific results and not be overwhelmed by
data handling issues
Publication
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. ONLINE DATA ANALYSIS

Before:

: diodel
int
0D

: SiFluo
float
1D

: Frelon
int
2D

oo O

data

o
data i
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nter-process

" on-line data
® - analysis

- meta-data
. BLISS
o . sessions
graphical
- interfaces

ref

NeXus

writer
HDF_ ————H .
file Lma
ey et DS
on disk in memory

é dats
K data data g
) & A

dark and flat field center of rotation nabu elice reconstruction nabu volume
construction calculaton reconstruction

e

o
B
w

‘ & s%ﬁ
volume viewer . H 12608"0

‘one-way pipeline’: acquisition, measure, display, store, analyse

Now:

Need (more) online analysis for user decision

Automated analysis-driven acquisition

Analysis procedures are not pre-defined except in a few cases
(MX): need to have algorithm-development friendly interfaces
Scientist community python-educated: provide standard access
so all scientists can easily access & work on data

Development topics (TID + ISDD + Exp.Div):

On-the-fly (in-memory) data access (up to 16 GB/s) for

analysis/triage/compression... (see: Memcached, ASAP:O, Bluesky's
DataBroker)
Workflows

User interfaces (web,..)

B

‘ e
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. HPC USE CASES: EVOLUTION

* Machine learning:
« Big data from scattering / spectroscopy e.g. millions of
one-dimensional patterns (from a map or time series)
« Automated segmentation of 3D volumes (up to 16k x 1.6k
x 1.6k), or series of volumes (fast tomography can yield
hundreds of 2000**3 datasets per hour)

* Increasing need for GPUs (ML, Fourier & Radon transforms, etc..)

nnnnnnnnnn

« Web interface/jupyter notebooks: ﬂ o m—

« Interactive computing (often not an efficient
use of resources but extremely practical) - M B e
« Portable remote Ul (manage/view jobs) =
* Future need: AN
« remote 3D view (+ segmentation) — 128

learn from gaming platforms ?7?
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. DATA ANALYSIS CHALLENGES FOR LEAPS

Facilities can’t provide software for all analysis.
Community is important (50% of analysis packages) !

Need to train for remote/cloud computing:

« Users

« Software scientists ExPaNDS
* New interfaces
«  GPU+CPU+slurm

http://jupyter-slurm.esrf.fr

(free access for all ESRF users)

» Also need standards (virtual images) for cloud

software... or developments won’t happen !

VISA

Web/notebook

Remote Desktop
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Facilities can’t provide compute power for all
analysis.

Remote/cloud/high-performance computing has
become a basic commodity for all researchers.

Must users apply for extra compute time, e.g. with
EOSC ? More ‘paperwork’ which will slow down
adoption of modern computing.

It should be time to provide a basic set of cloud
computing to every researcher — no questions
asked.

Benefits:

» Faster adoption of cloud resources

« Faster education to modern
(machine learning..)

computing

Who can pay for this ?
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