
  

JRA2

Demonstrator of a Photon Science
Analysis Service 



  

This talk ...



  

Data Analysis = Major Bottleneck 
@ Light sources

● Most money is invested in accelerator, beamline equipment, 
detectors, computing hardware and infrastructure

● Little or no money is invested in making professional data 
analysis software – increasing data makes problem  worse 
every year!



  

JRA2 budget



  

A Platform for Remote Data Analysis as a 
Service

Software
Packages



  

We need many building blocks for 
data analysis !

Data
Catalogues

Data
Formats

Compute
Platform User IDs

Software
Packages

Tutorials
Documentation

Training



  

Build on existing solutions !

Data
Catalogue(s)

Data
Format(s)

Compute
Platform User ID(s)

Software
Packages

Tutorials
Documentation

Training

https://software.pan-data.eu

HPC / VMs / 
CLOUD

Workshops

http://pan-data.eu/

https://software.pan-data.eu/
http://pan-data.eu/


  

PaNData Software Catalogue



  

FEL Software Catalogue



  

Task 1 – Design a Platform for Remote 
Data Analysis as a Service

● Task leader - ESRF
● Effort - 18m
● Build on existing solutions
● Technologies – HPC, VMs, Docker, OpenStack, 

Umbrella
● Challenge – each site has different IT setup
● Result – a common architecture



  

Task 1 –

Design a 
Platform for 
Remote Data 
Analysis as a 

Service



  

Task 2 – Collect and Compare Offline 
Data Analysis Software

● Task leader - PSI
● Effort - 8m
● Use cases – SAXS, Tomography, Diffraction 
● Software – To be defined
● Users – Industrial users are a good candidate
● Result – list of common generic and specific 

data analysis tasks



  

Task 3 – Implement DaaS platform on 
each site

● Task leader - ESRF
● Effort - 23m
● Sites – ESRF, PSI, ALBA, DLS, SOLEIL, 

ELETTRA
● Software – Architecture defined in Task 1
● Result – a common generic service for Data 

Analysis



  

Task 4 – Platform to enable generic notebook 
service based on JupyterHub



  

Task 4 – Design and Implement DaaS 
platform portal

● Task leader - ALBA
● Effort - 16m
● Sites – ESRF, PSI, ALBA, DLS, SOLEIL, 

ELETTRA
● Software – Re-use existing solution
● Users – Friendly + Industrial users
● Result – a common portal for accessing DAAS



  

Task 4 – Design and Implement DaaS 
platform portal



  

Task 5 – Deploy and Package at least 2 
Data Analysis software packages

● Task leader - DESY
● Effort - 20m
● Software – Identified by Task 2
● Users – Friendly + Industrial users
● Result – data analysis software packages



  

Task 6 – Extend and Deploy Umbrella as 
standard authentication service

● Task leader - PSI
● Effort - 18m
● Sub-tasks – Consolidate existing solution, 

integrate with eduGain, Jisc, icat, solve sso 
security issues

● Result – Umbrella integration and support



  

Task 7 – Test Use Cases with real Users

● Task leader - ELETTRA
● Effort - 6m
● Users – Friendly + Industrial Users
● Result – feedback from real users



  

Task 7 – 

Test Use Cases 
with real Users



  

Calipsoplus JRA2 Deliverables

http://www.calipsoplus.eu/jra2-daas/#Del_JRA2 

http://www.calipsoplus.eu/jra2-daas/#Del_JRA2


  

Batch schedulers survey

Site Batch Scheduler Satisfied

HZDR Slurm yes

CELLS Slurm yes

DLS UGE yes

DESY Slurm yes

ILL Torque+Maui yes

PSI Slurm moderately

ELETTRA Slurm good enough

SOLEIL Slurm extremely

MAXIV Slurm yes



  

Learning from the PAST ...



  

Conclusion

● JRA2 was a small step in the right direction (preparing for 
COVID-19)

● It fostered collaboration and exchange on data analysis 
as a service

● The demonstrator helped some users with generic and 
some specific data analysis tasks

● The long term goal was to prepare for bigger projects in 
the future to solve the data analysis problem

● PaNOSC and ExPaNDS ...



  

JRA2 Deliverables

(D1) Kickoff workshop (M3) -  27 June 2017 @ ESRF

 

(D2) Blueprint on implementing a platform  (M12).

(D3) Cross site use case requirement report  (M12)

(D4) Software packages for the selected experiment use cases (M18) 



  

JRA2 Deliverables

(D5) Report on test and deployment of demonstrator on six sites (M24)

(D6) White paper on suitability of HNSciCloud and European Open 

Science Cloud (EOSC) for synchrotron and FEL applications (M36)

(D7) Workshop to present the results of the DaaS demonstrator and 

obtain feedback from users (M36).
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