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Computing is experiencing exponential growth A
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Computing is experiencing exponential growth A
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% IT investment respect total budget @
new beamlines

... what about the 30%
costs?
Historical cost of computer memory and storage : 25%
20%
data-intensive.
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e Computing architecture design must be
part of the beamline design from its
conception.




Artificial Intelligence expansion
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European Strategy for Data

A common European data space, a single market for data

— Data can flow within the
— EU and across sectors

Auvailability of high quality data
to create and innovate

European rules and values
are fully respected

Rules for access and use of data are
fair, practical and clear & clear data
governance mechanisms are in place
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O eOSC

Heading into a data-driven society

Commission
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* European Data Space (EDS):

* Establish a common framework for sharing and utilizing
data while respecting data protection and privacy.
* Improve accessibility, interoperability, and reusability.
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Data-drivenness
Collection, Improve Data analytics,
analysis,and  decision-making. business
interpretation. intelligence,
visualization




Data Challenges On the Horizon
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Data Challenges - Data volume A

* The volume of data generated is soaring dramatically due to various factors:

* The evolution of X-Ray detectors

* Real data storage figures of Eiger 16M falls into 30 TB/day.
* New integrating detectors (as CITIUS) are already generating 5 PB/h raw data (* which must be
dramatically reduced).

* The increased automatization of the sample environment.

* The increased brilliance of the sources.




Data Challenges - Data volume A

ALBA's Yearly Raw Data Output (Current and Projected)
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2019 2020 2021

Improved data
reduction
algorithms will be
required
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Users

The weighty data has consequences:

Huge data volumes
(Terabytes)
Sample metadata
Raw data quality
Data processing
Data exporting

Data Challenges - Data volume o~

Facilities

Huge data volumes
(Petabytes)

Data acquisition
Metadata collection
Data curation

Data archiving

y
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Data Challenges — Data Processing A

e Optimized use of an HPC cluster becomes imperative when handling extensive

datasets and faster experiments.
* Example of HPC demand for Serial Crystallography in MX beamlines:

Increasing amount of data

Jet-based SSX Fixed-target SSX (XAIRA) t
0 process

(XALOC)
 PILATUS 6M e experiments
(XALOC, until may 2023) é | —
400K images / dataset 200K images / dataset

~ 167x more data than in From ~15GB / dataset for

standard rotational MX standard MX to ~2.5TB /
experiments dataset for SSX

12 Hz
150 secs / dataset;gog frames
NEW X-ray detectors:

PILATUS3 X 6M EIGER2 XE 9M ) .
(XALOC) (XAIRA) Data collection speed is ~ 50x faster
— High-throughput increment
‘ User needs online processing: high
level of parallelization required.
100 Hz 550 Hz . .
185/ dataset gy fomes 3.3 5/ datasetyan, omes J. M. Martin-Garcia et al. (2022). J. Synchrotron Rad. 29, 896-907.

* Extended insights Nicolas Soler (Section Head Scientific Data Management)
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Data Challenges — Data Complexity o~

* |n addition to data volume, the data will become increasingly complex due to:

e Combining multiple techniques (multimodal)
* Example: combination of X-ray tomography, spectroscopy, and diffraction

* Assessing multiple scales and dimensions (increased spatial and temporal resolution)
* Example: time-resolved SSX, SAX/WAX, tomography

* Combining experiments with computer simulation
* Example: Density Functional Theory (DFT), molecular dynamics (MD)

y



Data Challenges — Data Complexity
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e —X-ray powder diffraction— Stainless
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Operando X-ray Microscopy | Sub-micron resol.X-ray microscopy —— Separator
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Inner-Shell spectroscopy

Example: Integrating data from different beamlines at NSLS-II for studying a new type of battery
Sun. K. et al., Scientific Reports | 7: 12976 | DOI:10.1038/541598-017-12738-0




Data Challenges — Data Complexity A

Y.
Electrons
X-rays
STXM EDS
| G
- =

Tomograph
Ptychography i ok

Coherent
diffractive y
imaging

Energy

Example: Correlative imaging on the Allende Meteorite at ALS and Lawrence Berkeley National Laboratory
Lo etal., Sci. Adv. 2019; 5 : 20 September 2019




Equipping Ourselves: The Human and A

Infrastructure Needs PN
Computing Experiments
Division Division

IT Systems Section
(12)

[ J
[ Contosand DAQ Sctor ]
[ J
[ J

Life Sciences Section Users

(@)

"Y-\
| need to do |
new 'l'hings

Electronics and Magnetic
Structure of Matter
Section

MIS Section
(10)

Chemistry and Material
Science Section

Scientific Data
Management Section*

(7)

Interdisciplinary and
Multimodal Section*




Equipping Ourselves: The Human and -~
Infrastructure Needs ALB A

* Such a dramatic need for an increase in
performance necessitates profound
architectural changes. From the hardware
up to the software stack.

* An ambitious IT investment program is underway to support this plan.




Equipping Ourselves: The Human and A

Infrastructure Needs ALB A
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Scientific Data Management A
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® Intimes of trouble, love takes a backseat.
|1:> A siloed approach to data management will hinder progress.

[ Research |
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|_ Preservation |
Proposal Organisations | - -
Metadata

‘ ‘ Presentations

Data
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ICAT Data Catalogue -~

ALB A

ICAT Data Catalogue in production since starting in 2024.  https://data.cells.es

siestirs Goback to previous Data Portal

Data wr.a Experiment: e EE E
ALBA Data POI‘ta| Start searching data %‘
Experiment title, abstract, beamiine, DX E

Find, visualize and access Orbrowse sxpariment sessions:
data acquired at ALBA [ s [ pusicaats [ nprgoeaanss

e 2 cmpone with an account, You need to beloged I to visuallze your data
when It is under embargo. See tfor mare details.

My data Continue where you left off

You need to log-in to see your experiment sessions. MNothingyet. Start browsing!

The data catalogue allows users to browse data directly, which is a significant
improvement over the previous sftp-only access method.

Title AcForm  Samples Datascts  Files Release DO Logbook

nnnnnnn o B
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ICAT Data Catalogue o~
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https://data.cells.es
[=]

Data Collection | Open access E E
Test DC iadal <
Rodrigo Cabezas Quirds Identifier @
Test DC DOl 10.57710/ALBA-DC-15 E k1

Proposal Beamline
Experimental data Experimental report L0O
Data can be accessed by clicking on the link below Public release year
2024
Publisher
ALBA Synchrotron
Reference License (for files)
Researchers must acknowledge the source of the data and cite its unique identifier as well as any publications linked to the same raw data.
Below is the recommended format for citing this work in a research publication.
Related DOIs
8 Cabezas Quirss, R. (2024). Test DC {Version 1) [Dataset]. ALBA Synchrotron. doiorz/10.5 ALBA-DC-15 No related DOIs were found,

Cited by

* Once the user's data are collected, their entire experiment is referenced by a
Digital Object Identifier (DOI) and a landing page.

* The user can also select a subset of datasets they want and mint them with a
DOI to accompany their publication.




ICAT Data Catalogue -~
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 Rich metadata capture https://data.cells.es
. As automatically as possible. =%
o

e NeXus /HDF5
@RunllOl:NXemw T D sample:NXsample

Encapsulating raw data and rich metadata: N g [ —

NeXus is a convenient data format, providing metadata recipes for

- start_time - E polar_angle
different techniques (called application definition). E

, integral
@RunllOZ:NXer\trv T D sample:NXsample

Such a self-contained format, relying on HDF5, is becoming increasi o R
among PaN facilities and is being implemented in our beamlines (e.g. default format

for LOREA and XAIRA, |mplemented gradually in other beamlines, along ICAT
implementation).

Introduction: Applications definition:




ICAT Data Catalogue -~
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https://data.cells.es

 Further functionalities:

e 0 NXHeatmap

e-logbook to annotate the e | o

experiment while it is running
Home / EEEREED CED) 24/01/2024 - 29/01/2024 / Logbook
= NeXus data
visualiser

Items1-20f2  Show 100 v

09:09:32 (4 %

ltems1-10f1  Show20

v 08/68/2023 15:57 to 30/05/2621 15:19 B1X4

> Characterisation *=+ > Data collection =+«
-]

08/08/2023 15:57:46 Mesh <
Estimated best auto processing @,

Mesh @ Characterisation @ Data collection @
From EDNA _proc

Monoclinic system (P21)

hello world »
[ h‘ a=611A b=99.0A c=750A
_— 1} poiios
b P— 1 =l }1 Bl Compl. Res.low Res.high Rmerge Is(l) cc1/2 ccAno
© 9 | % 99.2% 480 9.4 38 389 10
e ” , out 99.2% 25 24 119.1 13 06
| s ™ vemose « | | overal I 99.6% 280 24 71 1374 10




ICAT Data Catalogue -~
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* Implementation progress: https://data.cells.es

e
O
In

End 2024/ * BLO6 XAIRA, BLO9 MISTRAL, BL16 NOTQS, BL24 CIRCE, BL29
Begin. 2025 BOREAS

* All other beamlines to follow shortly after.

y.



Computing Services for Users A

Users

® Huge data volumes
(Terabytes)
Sample metadata

o
® Raw data quality '
® ¢ Data processing {\l
* Dataexporting \ —=-
* We want to enable users to analyze their
data using ALBA's high-performance

computing resources.
e Access methods:

e Jupyterhub
. VA y.




VISA - Cloud data reprocessing and analysis A

VISA is a virtual compute instance
infrastructure allowing to access

experimental data and processing VISA
software from anywhere. Data Analyss, in the cloud

VISA (Virtual Infrastructure for Scientific Analysis) makes it simple to create compute instances on the data analysis
infrastructure to analyse your experimental data using just your web browser

This is particularly useful in case the
data is too big to move around or
too CPU/GPU expensive to process
at user’s home institutes.

ise your web browser to access a Remote Desktop or JupyterLab to start

1 er members of your team to collaborate together in real time

es come with pre-installed data analysis software so you can start analysing your experimenta

* Implementation progress:
* VISA platform is in production but still not available to users.




Photon and Neutron Data Space o~
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 We aim to foster the creation of a European PaN Data Space and to
facilitate Spanish users’ access to it.

* QOur data catalogue seamlessly integrates with the PanOSC data
catalogue, allowing for easy discovery through general search engines.

W7 panosc

| generalist
B2FIND EUDAT
Search data A

https://data.panosc.eu/ EI% 10| https://b2find.eudat.eu ELZ;E
O} =5



https://data.panosc.eu/
https://b2find.eudat.eu/

Photon and Neutron Data Space -~

We are actively promoting the creation of a PaN Node to connect to the central
EU-Node

* The current proposal involves DESY, Elettra, ESRF, HZBR,
SOLEIL, and ALBA, with the possibility of others joining
later.

 This marks the initial Build-up phase of the EOSC Federation. CD eOSC

* How will this benefit our users?
e ALBA users, as part of this data space, will gain access to all the open data
stored across these facilities, plus access to their computing infrastructure
to analyze the open data.

y



Conclusions A
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The exploding volume and complexity of synchrotron data necessitate architectural
changes in data management and computing infrastructures.

* ALBA is proactively addressing these challenges through strategic investments in
hardware, software, and human resources.

* Key steps towards efficient data access, processing and analysis are the ICAT Data
Catalog, adopting the Nexus/HDF5 data format, and developing the VISA platform.

* ALBA is actively participating in the Photon and Neutron Data Space initiative under
the EOSC, fostering data sharing within the European research community and
providing the Spanish scientists community with access to this valuable resource.

* Synchrotron science and computing are deeply connected. By using a data-driven
approach, ALBA aims to give researchers the tools they need to make new

discoveries and drive innovation. '




