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Flock of dinosaurs invading the ALBA synchrotron



Renaissance of neural networks

- 2012 Neurips paper
- 121014 Citations
- Important event in the history of 

AI.



The PAU survey

PAUS webpage: https://pausurvey.org/

PAU camera William Herschel Telescope

https://pausurvey.org/


Narrow band filters

- Observing in the optical range.
- Normally a survey either take 

spectra of a galaxy or 5-6 broad 
band measurements.

- PAUS has in addition 40 narrow 
bands.



Template fitting with simulations

- Preparation for the instrument used 
simulations.

- Simulate galaxies with models on 
the right, generated some 
distributions and added noise.

- Fitted with a code using roughly the 
same models (SEDs).



Results

- Simulations showed that we can 
achieve roughly what we 
promised with even simpler 
simulations. 

arxiv: 1402.3220

Target precision

Fraction of galaxies after a 
“quality cut”.



AnnZ - Neural network photo-z



Results on data

- Result in email from Carlos 
Sanchez Alonso on 4 May 
2012, 09:56.

- Results were far from what 
we needed.



SkyNet applied to photo-z

- Example of paper applying neural 
networks to estimate redshifts.

- Used the SkyNet package for 
neural network training.



Solid deep learning frameworks

PyTorch (Initial release in 2016)

Tensorflow (Initial release 2015)

Keras, userfriendly interface to 
Tensorflow

Frameworks helps you a lot



Which to choose

- Pytorch is currently more 
used especially in research 
literature.

- More flexible and easier to 
implement new ideas.

- Easier to debug.
- A bit harder to start.
- I prefer PyTorch.



PAUS images

A sky exposure of the full 18-detector 
PAUCam mosaic. As a raw image, all 
instrumental signatures are present, and 
the 72 amplifiers can be identified as well 
as the vignetting from the WHT prime 
focus corrector. (arxiv:2206.14022)



M101

- Discovered in 1781 by Pierre 
Mechain.

- In one of our science fields.
- Took the pictures just because we 

could.
- (arxiv: 2206.14022)



First PAUS results

- Template fitting.
- New code BCNz2 for properly 

modelling emission lines and 
including calibration factors.

- Became much slower because of 
running with 35 different 
configurations.

- Extension the modelling became 
increasingly difficult..

Green line (50%) below 
the target for the faint 
galaxies. Success! 

MNRAS 484, 4200–4215 (2019) doi:10.1093/mnras/stz204



The PAU Survey: Photometric redshifts using transfer
learning from simulations

- High i_{AB} are fainter galaxies, 
these are more interesting.

- Same performance for the bright 
galaxies.

- Better results with the neural 
network.

MNRAS 497, 4565–4579 (2020)



Pretrain with simulations

- Simulate 1 million galaxies with 
a theory code.

- Data: <10.000 galaxies
- Train the network on 

simulations, then continue 
training on data.

- There are important unknown 
shifts between the simulations 
and data.

Self-Supervised Real-to-Sim 
Scene Generation

Extensive literature on the combination of simulations and data. Still 
have potential to improve the procedure.

https://research.nvidia.com/publication/2021-10_self-supervised-real-sim-scene-generation
https://research.nvidia.com/publication/2021-10_self-supervised-real-sim-scene-generation


Auto-encoder + MDN

- Auto-encoder extract features 
of the galaxies, which can be 
trained without label.

- Mixture density network that 
predicts the probability 
distribution in redshift.

- Not sufficient to simply 
randomly vary the input.



PAUS data management

- Observed at La Palma, transferred 
to PIC.

The limit is the connection out of La Palma.

Stored at PIC. Defined structure at disc and 
backup to tape.



Database tables

- PostgreSQL server storing the 
reduced catalogs.

- Common and central data 
reduction for the whole 
collaboration.

Continuum between data reduction and science 
pipelines.

- Proper data management can accelerate 
science.

- Engineering and science are two different 
cultures. This has implications on tools.



Big data in astronomy

https://combao.bao.am/2020/159-180.pdf



Astronomy has transitioned

Edwin Hubble

Euclid satellite. ESA mission, launched July 1st 2023, 
~2500 scientists, 15+ countries. PIC is a science data 
center.



How to access large data volumes
Directly work in the datacenter. Usability is critical. We are using the service ourself. 



JupyterLab interface
Directly running at PIC. Free to install software yourself. I no longer have codes installed on 
my laptop.



GPUs for training

- GPUs are essential for training large networks.
- CUDA allows for using GPUs for general 

purpose calculations.
- At PIC we have 19 GPUs, 8 which are generally 

available (NVIDIA 2080Ti).
- Evolution in the robustness of the platform.
- GPUs can be expensive. Resource suitable for 

sharing.
- All users can request GPUs. No special 

permission need. Allow students and post.docs. 
to easily experiment with deep learning.

With some custom calculations, I had 
~40 times better performance on a 
GPU than a CPU.



The PAU Survey: Background light estimation with deep
learning techniques

This paper introduces BKGnet, a deep neural network to predict the background and its 
associated error… On average,the use of BKGnet improves the photometric flux 
measurements by 7% and up to 20% at the bright end. (arxiv: 1910.02075)

Scattered light is an image 
artefact. Light has been leaking 
into the camera.



The PAU survey: Estimating galaxy photometry with deep 
learning

On average, Lumos increases the SNR of the observations by a factor of 2 compared to
an aperture photometry algorithm. It also incorporates other advantages like robustness towards 
distorting artefacts, e.g. cosmic rays or scattered light, the ability of deblending and less sensitivity 
to uncertainties in the galaxy profile parameters used to infer the photometry (arxiv: 2104.02778)



End-to-end pipeline

Background estimation -> Flux estimation -> Distance termination (photo-z)

Combined architecture including images from all narrow-bands. Directly produce the photo-z and the 
photometry. Almost there, but there is some technical issue with the correlation between the bands?



The PAU Survey and Euclid: Improving broadband photometric
redshifts with multi-task learning

- Euclid is 15000 sq.deg. deep 
BB survey.

- PAUS is 50 sq.deg. narrow 
band survey.

- Can we use the overlap in 
certain regions to improve 
Euclid photo-zs.

- YES. Using multi-task learning. 
Joint publication.

A&A October 4, 2023



Unsupervised denoising

- Allows for denoising 
without knowing the ground 
truth.

Galaxies after and before denoising.



PyData ecosystem

Arrays

Tables



Why Dask?

- Scaling Python data analytics to multiple machines.
- Numpy and Pandas was not intended to scale.
- Started at Anaconda in 2015.
- Can be used on your laptop.
- Partly as a reaction to Spark and the usage on JVM.
- Actually started as a single machine project.

https://www.youtube.com/watch?v=9xquY7fmPjo


Dask integration
- Dask scales data science libraries like 

Numpy and Pandas to multiple machines.

- Based on low level task parallelism, allowing 

parallelization of custom codes.

- Integrated into Jupyter so the user can start 

and monitor a cluster from the GUI.

- The started cluster will request resources 

through HTCondor.

- The adaptive cluster size can scale up and 

down based on the workload.



Preprocessing of data

Nice monitoring of the progress of your job.

Source

https://www.google.com/url?sa=i&url=https%3A%2F%2Fdiscourse.pangeo.io%2Ft%2Fdask-resampling-cant-handle-large-files%2F2409&psig=AOvVaw1k3R7cct4uTYyEef8fqoXx&ust=1696494694362000&source=images&cd=vfe&opi=89978449&ved=0CBMQjhxqFwoTCODy2K7924EDFQAAAAAdAAAAABAE


Dask as a building block

- Extremely fun when it works.
- Can have a bit of a learning curve.
- Tools are built upon Dask.
- HyperSpy is having support for Dask.
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New applied AI group
New scientific group at PIC from autumn 2022

Works on deep learning in different fields, aiming to developing synergies

Ongoing work in cosmology, material science, bio imaging and quantum 
computing

Collaboration or interactions with theory, GW and neutrino groups

Teaching of deep learning methods

Involved in developing infrastructure, like the Dask integration

Martin Eriksen
[Group leader]

Laura Cabayol
[Post. Doc.]

Antoni Alou
[Quantum technician]



+ 2 new PhD students [CSC grants]

Hanyue GuoChen Jiefeng

Arriving these days. Will work on deep learning for astronomy.



Chat-GPT hallucinations



How to get a PIC account? 

Normally add someone higher up on the 
food chain.

https://pic.es/register

https://pic.es/register


Multiple users from different groups



Some projects

- Neural network has theoretically been around for some time, but has 
returned.

- PAUS has unique data.
- Determined redshifts combining simulations and data.
- Remove background noise (CNNs).
- Estimate galaxy fluxes (CNNs).
- Combined flux and photo-z estimation.
- Multi-task learning for Euclid + PAUS.
- Denoising of images and spectra.
- + More not shown here



Any questions?





Performance tuning



Improvements over time

Imagenet:

Cifar10




